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Announcements

• Review sessions next week during RRR week
• Memory Safety - Thurs, May 2, 5-6:30pm in Cory 540AB
• Cryptography - Wed, May 1, 4-5:30pm in Cory 540AB
• Web - Wed, May 1, 5:30-7pm in Cory 540AB
• Networking - Fri, May 3, 4-5:30pm in Cory 521

• Final exam: Friday, May 10th from 3-6 PM PT. If you need any 
accommodations, please fill out the form on Ed by Monday, 
April 29th at 11:59 PM PT.

https://docs.google.com/forms/d/e/1FAIpQLScr0Q-TSsi1h3BajblCP7HpW1H1AVlddemElrL0p2eFp9wTpA/viewform?usp=sf_link


Intro to AI security

- A proper intro requires an AI class so this is a very high level intro
- Try to understand the main insight because I will not be able to 

cover the technical details 

- Intended to get you thinking of security in this area based on the 
principles that you learned about in class

Raise your hand if you played with ChatGPT/Claude



Amazon, Anthropic, Google, Inflection, Meta, Microsoft, and 
OpenAI commit to:

● internal and external security testing of their AI systems 
before their release 

● investing in cybersecurity and insider threat safeguards to 
protect proprietary and unreleased model weights 

● facilitating third-party discovery and reporting of 
vulnerabilities in their AI systems
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Assessing AI Trustworthiness Is Critical 

Slide from Bo Li



A challenging area

- There are much more attacks than defenses, and the defenses 
are often too weak

- Security is unfortunately an after thought in this area



ML pipeline
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What can the attacker compromise 
and 
what can happen as a result? 

Example: GPT 3.5, GPT 4, Claude



What are sensitive items in this pipeline?

Everything:
- Training dataset
- Model
- Input to inference 
- Prediction result
- And black box access to these as well!

Attacker should not be able to learn these items or tamper 
with/control these



What can you do with black-box access to the 
inference algorithm? (e.g. via prompts)

• Test out adversarial prompts 
• Prompt injection attacks: insert malicious data in the prompt, that 

causes an indesirable outcome in the response
• Robust Physical-World Attacks on Deep Learning Visual Classification

Classifies as 45mph!

https://arxiv.org/pdf/1707.08945.pdf


Prompt injection attacks

Credit: https://arxiv.org/abs/2312.17673



Prompt injection attacks

Credit: https://arxiv.org/abs/2312.17673



Why are LLMs susceptible to prompt injection 
attacks?
• They cannot distinguish between command and input

Training
Training 
dataset

Model (architecture & 
parameters)

Example: GPT 3.5, GPT 4, Claude
(input text -> output text)
- Mixes command and data



How might you protect against this? 
• StruQ: https://arxiv.org/abs/2402.06363
Chen et al. in Prof. Wagner’s group

• Instruction fine-tune the model to accept two different 
inputs,  instruction and input, and to distinguish them

https://arxiv.org/abs/2402.06363
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StruQ
Model (architecture & 
parameters)

Instruction fine-
tuning

model

Dataset of
(instruction, input -> 
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Prediction
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(instruction, input)

Works well on many test cases but not all
Works when the prompt is in the format 
(instruction, input) like reviews but 
does not work when the prompt is not in 
this format (e.g. free form chat)



What else can an attacker do with black-box access 
to the inference algorithm? (e.g. via prompts)
• Sometimes extract the model
• Sometimes extract the data that the model was trained from
• Extracting Training Data from Large Language Models

• Sometimes extract the context
• Information provided to the model via prior prompts, outputs by the 

model or extra information accompanying the current prompt
• Could be secret but models are not good at keeping secrets: 

https://gandalf.lakera.ai/
• Models are not good at keeping secrets

https://www.usenix.org/system/files/sec21-carlini-extracting.pdf
https://gandalf.lakera.ai/


(DecodingTrust) LLMs keeping secrets 

Findings:
GPT models can leak private information such as personally identifiable information (PII) in the chat history



Jailbreaking

• Break out of safeguards that were programmed into the model



Findings:
Both GPT-3.5 and GPT-4 generate toxic content with carefully designed adversarial
``jailbreaking'' prompts, with toxicity probability surging to almost 100%

(DecodingTrust) Toxicity



Robustness

The ability of the algorithm to perform correctly despite 
adversarial/erroneous inputs or unseen data

An adversarial attack on robustness 
• at inference time: perturbs input samples to mislead the model
• at training time: injects malicious data records to trigger a different 

response in a certain situation (poisoning attack)

Providing robustness is largely unresolved!



(DecodingTrust): Fairness

• Findings:
GPT-4 is more accurate than GPT-3.5 given demographically balanced and test data, while GPT-4 also achieves higher unfairness scores
under unbalanced test data, indicating the accuracy-fairness tradeoff



Protect confidential of data and integrity of 
compute in the ML pipeline

Training
Training 
dataset

Model (architecture & 
parameters)

Inference/ 
Prediction

prediction

Input/prompt
Everything can be compromised

• A bunch of work in my group leveraging 
confidential computing (enclaves):
• Opaque paper: 

https://www.usenix.org/conference/nsdi17/t
echnical-sessions/presentation/zheng

• Opaque tool: opaque.co 



• Hardware-enforced isolated 
execution environment —
protects against attackers with 
root access or compromised OS

• Encrypts all data leaving from 
CPU / encrypted memory

• Supported by major CPU vendors 
and recently by NVIDIA for the 
GPU

core cachecore cache
MEE

Memory

CPU die

Hardware enclaves



• Can verify that a remote server using an 
enclave performed a computation correctly

• The enclave provides: PK_enclave, with a 
certificate from the hardware vendor, then 

 signature_enclave(code, input)

and can setup a secure TLS channel with a 
client.

It can provide the output of the computation 
on the secure channel. 

core cachecore cache
MEE

Memory

CPU die

Remote attestation



Protect confidential of data and integrity of 
compute in the ML pipeline

Training

Enc(Training 
dataset)
- Sent over a 
TLS channel

Model

Inference/ 
Prediction

Enc(prediction) 
- sent over a TLS channel

Enc(Input/prompt)
- sent over a TLS channel



Can AI pose a risk to humanity?



Conclusions

• There are many aspects of security to consider in the ML 
pipeline
• Many possible attacks, while defenses state-of-the-art is weak
• Confidential computing promises to protect data and 

computation in the ML pipeline



Many thanks are due…



Thanks to our TAs



Thanks to our readers

Vron

Thanks to our instructors



Special thanks to you, the students!


